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Abstract. This short paper describes ongoing efforts to combine concepts of se-

curity risk analysis with security testing into a single process. Using risk analysis 

artefact composition and Monte Carlo simulation to calculate likelihood values, 

the method described here is intended to become applicable for complex large 

scale systems with dynamically changing probability values. 
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1 Introduction 

Security is crucial in various market sectors, including IT, health, aviation and aero-

space. In the real world perfect security often cannot be achieved. Trust allows human 

beings to take remaining risks. Before trusting, before taking risks, it is reasonable to 

carefully analyze the chances, the potential benefits and the potential losses as far as 

possible. For technical systems, services and applications such an analysis might in-

clude risk assessment and security testing. 

Those offering security critical technical systems, applications or services can ben-

efit from careful risk analysis and security testing in two ways: They can use the results 

to treat potential weaknesses in their products. Additionally, they can use the results to 

communicate the identified remaining risks honestly, which can be very important to 

create trust. 

This paper introduces new concepts to integrate compositional risk assessment and 

security testing into a single process. Furthermore, ideas for increasing the reusability 

of the risk analysis and security testing artefacts are presented. 

Implementing the described methodology in a tool in order to make it practically 

applicable for large scale systems for which manual analysis is not practicable is cur-

rently ongoing work. The methodology and its implementation are going to be evalu-

ated by using them in two different case studies to analyze critical systems and by com-

paring the results in relation to the effort with other concepts and tools for risk assess-

ment and security testing. 
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2 The problems 

There is little doubt that security critical technical systems should be carefully analyzed. 

However, both, risk assessment and security testing might be difficult and expensive. 

Typically risk assessment is performed at a high level of abstraction and results de-

pend on the experience and on subjective judgment of the analysts. Hence, results might 

be imprecise, unreliable and uncertain. 

In contrast to risk assessment, security testing does produce objective and precise 

results – but only for those things that are actually tested. Even for small systems, com-

plete testing is usually not possible since it would take too long and it would be by far 

too expensive. Selecting test cases that should be tested while ignoring other potential 

test cases is a critical step. Even highly insecure system can produce lots of correct test 

verdicts if the “wrong” test cases have been created and executed. 

The larger and the more complex a system is, the more different components from 

different suppliers it contains, the harder it gets to perform a risk analysis and to do 

efficient security testing without losing something in between. Often there will not be 

experts available that were capable to do a risk assessment or security test case selection 

for the entire system, but only for some components they are familiar with. 

3 State of the art 

3.1 Compositional Risk Assessment 

Risk assessment means to identify, analyze and evaluate risks which threaten assets [1] 

[2]. There are lots of different methods and technologies established for risk assess-

ment, including fault tree analysis (FTA) [4], event tree analysis ETA [5], Failure Mode 

Effect (and Criticality) Analysis FMEA/FMECA [3] and the CORAS method [6]. 

However, most traditional risk assessment technologies analyze systems as a whole     

[7]. They do not offer support for compositional risk assessment. Compositional risk 

assessment combines risk analysis results for components of a complex modular system 

to derive a risk picture for the entire complex system without looking further into the 

details of its components. Nevertheless, for the mentioned risk assessment concepts, 

there are some publications dealing with compositional risk analysis, e.g. [8] for FTA 

and [9] for FMEA. In this paper, the extension for CORAS suggested in [10] will be 

used and developed further as the method for compositional risk assessment. 

Monte Carlo simulations are widely used to analyze complex systems and especially 

for risk aggregation [15] [16]. They are used in the approach described here to calculate 

likelihood values for complex systems with dynamic dependencies. 

3.2 Security Testing in Combination with Risk Assessment 

There are basically two different ways how model-based security testing and security 

risk analysis can be combined [11]. Test-driven Security Risk Assessment tries to im-

prove the security risk analysis with the help of security risk testing and the final output 



results are risk analysis artefacts. There have been several publications about this ap-

proach, e.g. [12] [13], but there is no general applicable methodology and not much 

tool support. 

In contrast to Test-driven Security Risk Assessment, the Risk-driven Security Test-

ing approach tries to improve the security testing with the help of security risk analysis 

and the final results are test result reports. There are lots of different methods, some 

trying to identify test cases while others try to prioritize test cases or to do both. For 

example, [14] uses fault trees as the starting point for identifying test cases. 

[12] uses a combination of both approaches, Test-driven Security Risk Assessment 

and Risk-driven Security Testing, but it does not propose any technique or detailed 

guideline for how to update the risk model based on the test results. In this paper, an-

other combined approach will be presented together with a methodology specifying 

how it should be done. 

4 Compositional risk analysis with Monte Carlo simulation and 

security testing for selected components 

4.1 Increasing the Reusability of Risk Analysis Artefacts using Strict CORAS 

From the various existing methods and concepts for risk assessment, we choose the 

model based CORAS method as the starting point for our development because it is 

very flexible and it offers an intuitive graphic representation for its risk models. Since 

the CORAS method itself does not provide much support for component based and 

compositional risk analysis, we also use the extension for the CORAS method sug-

gested in [10], which is designed exactly to deal with the component based composi-

tional risk analysis of complex systems. It basically uses Threat Interfaces and gates in 

Threat Composition Diagrams to model dependencies, i.e. how vulnerabilities could 

be affected by unwanted incidents of other components. Working only with constant 

probability values according to the Kolmogorov axioms [17] for some fixed period of 

time to express likelihoods, it is relatively easy to calculate precise dependent likeli-

hood values. But this approach is not appropriate to model complex dynamic systems 

in which likelihoods might change over time, for example. 

CORAS itself allows the analysts to define their custom formats and scales to ex-

press likelihood values. Hence, it is more flexible than the extension for compositional 

risk assessment in that aspect. There is a good reason for the restriction in the extension 

for compositional risk assessment: Using more complex notations of likelihood values, 

it would become much harder or even impossible to calculate precise likelihood values 

for dependent incidents. Additionally, this flexibility might become a problem if risk 

analysis artefacts using different scales and formats should be composed as parts of the 

same system. Tools that should support the analyst e.g. by calculating likelihood values 

would have to deal with an infinite number of different constructs. The simplest solu-

tion to avoid compatibility issues and to increase reusability would be to provide default 

standard scales and formats that have to be used by anyone. However, it will be difficult 
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to find a single format for expressing likelihoods that is perfectly suitable for each pos-

sible scenario. If it is powerful and flexible enough to express all important aspects, it 

will probably be unintuitive and too complicated for the analysis of simple systems. 

Hence, it is eventually a much better idea to use a powerful standard format to express 

likelihoods as an internal base and for file exchange, but to allow the analysts to use 

more intuitive simpler formats if they need less features or less precision. 

Before trying to develop a tool for compositional risk assessment, we have decided 

to develop such common base formats and scales. We refer to those as Strict CORAS. 

The tool will then provide convertors from the simpler, more intuitive formats analysts 

will typically deal with to the Strict CORAS formats. 

So what is required to express the likelihood of some single incident accurately? For 

real world incidents, time and dynamic changes are important factors that need to be 

taken into careful consideration when analyzing and describing likelihoods. For exam-

ple, a probability per time period might change over time because systems might get 

less robust over time and failures could eventually become more likely. 

Therefore, it is necessary to be able to describe the likelihood as a function over the 

time. Strict CORAS uses as an internal base format a probability function P(T1, T2, TS, 

LX) taking a start point of time T1, an end point of time T2 together with two parameters 

TS and LX as arguments to express the likelihood for the occurrence of some incident in 

the time span between T1 and T2 as a probability value according to the Kolmogorov 

axioms. In Strict CORAS time values are generally expressed in seconds since the start 

point of time of the International Atomic Time (TAI). The parameters TS and LX may 

be used to define a likelihood function relative to a system dependent point of time. TS 

specifies the moment when the system gets operational for the first time. LX is used to 

specify the point of time when evaluation of the function should start or end (i.e. the 

occurrence of some base incident). LX is intended especially for dependent incidents 

that can be triggered by other incidents with a certain probability. Note that incidents 

might occur and end multiple times. Therefore, LX is a list containing eventually multi-

ple start points of time, each optionally followed by an end point of time. The Strict 

CORAS file format for actually specifying the function P(T1, T2, TS, LX) is going to be 

a XML format like OpenMath / MathML [18]. 

Defining a probability function P(T1, T2, TS, LX) might be difficult. As an example, a 

conversion from a simple constant probability value format like the format used in [10] 

to the Strict CORAS format is shown here in detail for independent incidents. In such a 

simple custom format, the likelihood for incident I is just a pair of a probability value 

Φ and a time period Δ for which the probability value Φ that I occurs holds. Then in 

Strict CORAS the likelihood that the incident I occurs between T1 and T2 can be ex-

pressed as: 

 P(𝑇1, 𝑇2, 𝑇𝑆, 𝐿𝑋) = 1 − (1 − Φ)
𝑇2−𝑇1

Δ  (1) 

Though calculating the probability that the incident occurs at least once, we use the 

likelihood that the incident does not occur (i.e. 1 − Φ) in the formula and finally take 

the inverse since there is also a certain likelihood that the incident occurs multiple times. 



Sometimes, it might be easier to use frequencies instead of probability values per 

time period to express likelihoods. However, a frequency of 1 per time period Δ might 

be ambiguous. It could mean exactly one occurrence of incident I in each time period 

Δ. It could also mean that only in the average, there will be approximately one occur-

rence of incident I for each period Δ, but there might be time periods of length Δ having 

no occurrence of incident I while other time periods of length Δ have multiple. 

If for each time period Δ there is exactly one occurrence of incident I and if incident 

I occurs for the first time Ω seconds after the point of time TS when the system becomes 

operational, then this can be expressed in Strict CORAS as shown in (2). 

 𝑃(𝑇1, 𝑇2, 𝑇𝑆, 𝐿𝑋)  = {
1  if ∃ n ∈ ℕ | 𝑇2 − 𝑇1 > 𝑇2 − (𝑇𝑆 + Ω + Δ ∗ 𝑛) ≥ 0
0  𝑒𝑙𝑠𝑒

 (2) 

If the frequency is less precisely known and if there might be time periods of length Δ 

having no incidents I and there might as well be time periods of length Δ in which 

incident I occurs several times, then (1) with a chosen value Φ close to but slightly 

below one would be a good approximation using the Strict CORAS likelihood format. 

The tool we develop is going to provide a number of formats including constant 

probability values and frequencies to specify likelihood values that it converts automat-

ically to the internal Strict CORAS format, i.e. to probability functions. 

4.2 Measuring Likelihood using Simulation and Testing 

If likelihoods are expressed as Strict CORAS probability functions, then calculating 

good approximations for likelihood values of triggered incidents in compositional risk 

analysis using Monte Carlo simulations becomes straight forward and applicable even 

for complex dynamic systems. Let TE be the point of time for which likelihood values 

should be evaluated. Assuming that the risk analysts have already modelled the Threat 

Composition Diagram, the utilization of Monte Carlo simulation for calculating likeli-

hood values for dependent incidents involves basically two phases. 

The first phase consists of a large number of simulations based on random values. 

Instead of calculating aggregated probability values, each simulation calculates for each 

incident whether it occurred or not based on random sample values and the dependen-

cies expressed with relations and gates. For all the simulations, a common evaluation 

time span δ for each iteration is chosen. δ should be small compared to the time period 

(𝑇𝐸  −  𝑇𝑆) and δ must be a divisor of (𝑇𝐸  −  𝑇𝑆). Let N be (𝑇𝐸  −  𝑇𝑆)  ÷  𝛿. Each sim-

ulation stores a state value SI for each incident I. SI is one if I occurs and null otherwise. 

All state values for the incidents are initially null. For each integer i starting at null and 

being smaller than N, a random value RIi for each incident I is generated. If RIi is smaller 

than 𝑃(𝑇𝑆  +  𝛿 ∗ 𝑖, 𝑇𝑆  +  𝛿 ∗ (𝑖 + 1), 𝑇𝑆, 𝐿𝑋), then incident I occurred and the state 

value SI becomes one. Since some damage could be detected and repaired within a finite 

time, the state of SI might change back to null if such a wanted incident modelled as a 

treatment occurs. Fig. 1 shows an example. 

The second phase evaluates the results of all the simulations made in phase one. For 

each incident I the arithmetic mean about the resulting state values SI indicating whether 



I occurred (value is 1) or I did not occur (value is 0) after N simulation steps is calcu-

lated. This mean value is then a good approximation for the aggregated probability 

P(TE) that incident I occurs at time TE. 

 

Fig. 1. Threat Composition Diagram with visualization of a Monte Carlo simulation for calcu-

lating whether incident ID occurs or not. TY and TZ are passed as an element of LX to the proba-

bility function of incident ID just like TX and TZ are passed to the probability function of IR. 

With Monte Carlo simulation, it becomes possible to calculate likelihood values even 

for complex systems with dynamically changing probabilities since evaluating the re-

lations with gates and typical probability functions does not require much calculation 

power. It is easy to implement this method in tools. Solutions are not exactly precise, 

but since the probability functions are initially based upon the analyst’s expertise and 

usually incomplete information, the values are fuzzy, anyway. 

Monte Carlo simulation for risk aggregation as described here is actually a kind of 

testing. However, it is not testing the complex system that is analyzed, but only a sim-

plified model, i.e. the directed graph of consequences in a Threat Composition Dia-

gram. A model specifically created from a risk assessment perspective, containing the 

most crucial elements only. Evaluation of the probability functions might be much less 



time consuming and expensive than testing the real system. Unfortunately, using prob-

ability functions created based upon guesses of the analysts might lead to wrong results. 

Testing the real system is much more reliable, but much more expensive, too. 

Hence, in our methodology using Monte Carlo simulation for compositional risk 

analysis, we allow the analysts to replace at least some most crucial or most uncertain 

assessed parts of the model with the real system and to do a security risk testing for 

these real components while other parts of the system are only simulated using the 

probability functions and the directed graph of consequences modeled in the Threat 

Composition Diagram. The test results obtained from the real system components un-

der test are then used to interpolate accurate probability functions and to improve the 

risk model. In our methodology, security testing of some component involves three 

steps: selection, test and update. 

Selection. The first step is to select those components of the Threat Composition Dia-

gram that should be tested using the real system components. Besides expert judgment 

how uncertain a guessed probability function might be, we suggest the following con-

cept to identify the most crucial elements: For each incident I, two modified Threat 

Composition Diagrams are created. For the first, the probability function for the occur-

rence of incident I is set to null. For the second diagram, the probability function for 

the occurrence of incident I is replaced with a function that has a value of one if I is 

independent or if the incidents triggering I occur. For each modified Threat Composi-

tion Diagram, multiple Monte Carlo simulations are performed and the results which 

incidents occur within the same time periods are compared by evaluating the risk func-

tions. That way, the impact of changes in the probability function for incident I can be 

measured. Those incidents for which the two complementary different probability func-

tions result in the most different risk values should be tested in the first place since little 

errors in their probability functions will have the highest impact on the total risk picture. 

Test. The second step is to test the selected elements using the real system. For actually 

testing how likely it is that some dependent incident will occur if some base incident 

occurs, the base incident needs to be generated. For independent incidents identified 

vulnerabilities and threat scenarios must be used to test if the incident might occur. 

Anyway test cases need to be created. It can be challenging, expensive and erroneous 

to manually create test cases. Instead of reinventing the wheel each and every time, it 

makes sense to use a catalogue of security test patterns [20]. Security test pattern do 

typically consist at least of a name, a context, a problem, a solution description and an 

expected result. We have defined a mapping between risk analysis elements in a 

CORAS Threat Diagram and test patterns in which the threat scenario is a direct coun-

terpart to the problem description of a test pattern. Hence finding a fitting test pattern 

is easy if such a pattern already exists in a security test pattern database. The solution 

description of a test pattern typically contains some generic test procedure description 

that makes use of the vulnerabilities having relations leading to the threat scenario in 

the threat diagram.  Vulnerabilities will be used as the input ports to pass test values to 

the system under test. The negation of the expected results in a test pattern correspond 
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to the unwanted incidents that might be triggered if the threat scenario takes place. Fig. 

2 shows an example mapping. Generating test cases and executing them is manageable 

once a test pattern is identified and mapped to the risk analysis artifacts. 

 

Fig. 2. Mapping threat diagram artefacts to test pattern 

Update. The third step is to update the Threat Composition Diagram with the security 

testing results. Therefore, from the test results (i.e. for each test case incident I has been 

triggered or not), we interpolate a probability function P(T1, T2, TS, LX) for the occur-

rence of incident I. If we can find a good probability function describing the behaviour 

accurately, then we can use that probability functions in future Monte Carlo simulations 

for the entire system. This eventually gives us the opportunity to select other uncertain 

or critical components for real testing. If we cannot identify a sound probability func-

tion that gives a good approximation for the observed behavior, then we have to keep 

the real testing routine for that component in our Monte Carlo simulation process. Even-

tually later after having collected more test results, we will find a good approximation 

function. Even if we do not update the Threat Composition Diagram, we can continue 

with simulation and testing of other elements. 

5 Conclusion, ongoing and future work 

Though there are lots of technologies and tools for risk assessment and security testing, 

applying them for large complex systems is still a challenge. The integration of both 

together with the concepts of compositionality, Monta Carlo simulation and with pat-

terns as shown here might help to reduce the effort and costs. 



Development of the methodology and the tool described here is still in an early stage. 

We want to share our ideas that early to discuss them and to explore together with other 

interested researchers the full potential of compositional risk assessment with Monte 

Carlo simulation and security testing with test patterns as sketched here. 

5.1 Case studies 

Our efforts are driven by two case studies. These provide use cases and requirements 

inspiring our development. We plan to test and to evaluate our method and our tool by 

using them within these case studies. Additionally we will also analyze the same use 

cases with other existing methods and tools so that we can compare the results in rela-

tion to the effort for the different approaches. 

The first case study is provided by a company developing solutions for eHealth sys-

tems. In the eHealth market sector there are lots of legal requirements concerning se-

curity and privacy especially for patient data. Risk assessment and security testing are 

currently done manually without much tool support and without a clear methodology. 

We try to improve this process and to measure the difference that our approach makes.  

The second case study is about a large-scale trustworthy repository called the S-Net-

work [19]. The S-Network is going to provide guarantees for the long term preservation 

and for the permanent secure non-repudiation accessibility of its content. Requiring all 

users to agree on a user contract, the S-Network will offer legal validity for its content, 

including verifiable metadata values (e. g. who stored what and when) with standard-

ized legal implications for all participants. The S-Network is intended to become a uni-

versal platform for applications that have most stringent requirements, e.g. fair contract 

signing. Indeed, it must be resistant to both manipulation attempts and censorship. 

However, since it will not be possible to develop a perfectly secure solution, remaining 

risks have to be analyzed and communicated in order to create trust in the S-Network. 

Since the S-Network is designed to be a distributed long term archive having dynamic 

self-repair capacities, its risk analysis must deal with complex timing issues. 

The eHealth case study is about a highly modular system that is already practically 

used and which will be gradually improved. It is going to show how our method can be 

applied for mature products. In contrast, the S-Network is currently only existing as a 

prototype. The further development of the S-Network is going to be driven by risk as-

sessment and security testing. Thus, the second case study is going to show how our 

method can be applied throughout the entire development process of new systems.  

5.2 Open Risk Assessment 

Our vision is that risk assessment should become a process that typically takes place in 

an open collaboration. Risk analysis results should be made accessible for anybody as 

reusable artifacts. We plan to create a public open database for that purpose. This data 

would be helpful for other developers reusing the analyzed component as they could 

integrate the risk analysis artefacts in their own compositional risk assessment for their 

products. The end users could benefit from such a database, too, because they could 

inform themselves about the remaining risks in a standardized way. 
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